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Context
User-Generated Content and Social Media



Context
APs Project



Motivations
Decision Support in the Tourism Domain



Framework
  Life Cycle

❑ Double Genericity

❑ Domain of Application

❑ Social Media Source

❑ Semantic resource to describe the 

domain

❑ Decision support for non-

technical users

❑ Indicators and Visualizations



Information Extraction
Common Knowledge Extraction Tasks



Research Challenges
Knowledge Extraction for Social Media Content



Related Work
Rules-based Techniques

Technique based on … Advantages (+) Disadvantages (-)

Lexicon Easy to implement, easily 

understandable

Requires a lexicon, limited by lexicon 

size, ignores context and grammatical 

structures

Patterns Precise for well-defined patterns Missing variations not covered by 

patterns, requires properly formatted 

sentences

Syntax and grammar Exploits linguistic structures for 

deeper analysis

Complex to maintain, especially in 

multilingual contexts

Semantics Can understand nuanced 

meanings and relationships 

between terms

Require comprehensive semantic 

knowledge bases, more 

computationally intensive



Related Work
Fine-Tuning and Few-Shot Prompting



Experimental Setup
Comparative Analysis



Results
Sentiment Analysis

• A model (like XLM-T Sentiment) pre-trained on a 

large dataset even out of domain surpasses all 

other techniques

• Best results are achieved with just 5 examples

• Very high precision of 0.939

• If such a model is not available, few-shot 

prompting techniques with LLMs (like GPT and 

Mistral) are the best alternatives to avoid 

lengthy manual annotation.

• Accuracy of 0.785 for GPT 3.5, 0.716 for Mistral 

7B

✓

✓



Results
NER for Locations

1. Task with few classes (1 LOC class) but many label 

words (625 toponyms, low representativeness of 

label words )

2. If it is possible to annotate many examples (330 

minimum and up to 800 for optimal results), fine-

tuning with MLMs works very well (F1 > 0.8 with 

800 examples)

3. Otherwise, 30 examples are enough to obtain 

satisfactory results in few-shot with LLMs (0.75 with 

Mistral and 30 examples)

• With only 10 examples , the machine learning-

based methods outperform the rule-based 

method

✓

✓

✓



Results
Discussion

• Combining our training dataset 

with other datasets dedicated to 

NER

• ESTER Corpus

• AnCora

• Broad Twitter Corpus (BTC)

• No significant improvements

✓

✓



Results
Fine-grained Thematic Concept Extraction

• Task with many classes (315 classes of the tourism thesaurus) but few label words (high representativeness of 

label words)

• Transfer learning (fine-tuning) does not work

• EntLM with ~1000 annotated tweets or lexicon-based approach is preferred

✓

✓

✓



Conclusion
Perspectives

• Extension to other application domains to ensure the generalizability of our results

• Experiment on larger dataset

• Extension to other languages and text types (e.g., newspaper)

• Propose strategies for using LLMs for the extraction of fine-grained thematic concepts

1. High-level category processing : group the 315 fine concepts into higher-level 

concepts for a first inference, then refine with the associated fine concepts

2. Batch processing : divide the 315 fine concepts into small batches (e.g. 20) and run 

the inference in batches, then merge the results



Conclusion
Example of application: The TextBI Dashboard



Thank you for your attention.

Any questions?
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